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1
PROFILING DATA WITH LOCATION
INFORMATION

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application claims priority to U.S. Application Ser.
No. 61/716,766, filed on Oct. 22, 2012, incorporated herein
by reference.

BACKGROUND

This description relates to profiling data with location
information.

Stored datasets often include data for which various char-
acteristics are not known. The data in a dataset may be orga-
nized as records that have values for respective fields (also
called “attributes” or “columns”). The values in a field may
include strings, numbers, or any data, including possibly null
values, encoded and formatted according to associated data
format information for the field. In some cases the data format
information for a field is known, but the actual values appear-
ing in the field may not be known. For example, ranges of
values or typical values for fields over the records within a
dataset, relationships between different fields of the records
within the dataset, or dependencies among values in different
fields, may be unknown. Data profiling can involve examin-
ing a source of a dataset in order to determine such charac-
teristics.

SUMMARY

In one aspect, in general, a method for profiling data stored
in at least one data storage system includes: accessing at least
one collection of records stored in the data storage system
over an interface coupled to the data storage system; and
processing the collection of records to generate result infor-
mation characterizing values appearing in one or more speci-
fied fields of the collection of records. The processing
includes: generating, for a first set of distinct values appearing
in a first set of one or more fields of the records in the
collection, corresponding location information that identi-
fies, for each distinct value in the first set of distinct values,
every record in which the distinct value appears; generating,
for the first set of one or more fields, a corresponding list of
entries, with each entry identifying a distinct value from the
first set of distinct values, and the location information for the
distinct value; generating, for a second set of one or more
fields of the records in the collection different from the first
set of one or more fields, a corresponding list of entries, with
each entry identifying a distinct value from a second set of
distinct values appearing in the second set of one or more
fields; and generating the result information characterizing
values appearing in the one or more specified fields of the
collection of records, based at least in part on: locating at least
one record of the collection of records using the location
information for at least one value appearing in the first set of
one or more fields, and determining at least one value appear-
ing in the second set of one or more fields of the located
record.

Aspects can include one or more of the following features.

Each entry further identifies a count of the number of
records in which a distinct value appears in a set of one or
more fields.

The processing further includes sorting the entries in each
list by the identified count.
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The processing further includes: generating, for the second
set of distinct values, corresponding location information that
identifies, for each distinct value in the second set of distinct
values, every record in which the distinct value appears,
wherein, for the list corresponding to the second set of one or
more fields, each entry identifying a distinct value from the
second set of distinct values includes the location information
for the distinct value.

The processing further includes generating, for a set of
distinct pairs of values, with a first value in each pair appear-
ing in the first set of one or more fields of the records and a
second value in each pair appearing in the second set of one or
more fields of the records, corresponding location informa-
tion that identifies, for each distinct pair of values, every
record in which the distinct pair of values appears.

Generating location information for a distinct pair of val-
ues from the set of distinct pairs of values includes determin-
ing an intersection between location information for a first
distinct value from the first set of distinct values and location
information for a second distinct value from the second set of
distinct values.

Determining the intersection includes using the location
information for the first distinct value to locate a record in the
collection, and using the located record to determine the
second distinct value.

The method further includes sorting a group of multiple
lists, including the list corresponding to the first set of one or
more fields and the list corresponding to the second set of one
or more fields, by the number of distinct values identified in
the entries in each list.

The processing further includes: generating, for a set of
distinct pairs of values, with a first value in each pair appear-
ing in the first set of one or more fields of the records and a
second value in each pair appearing in a second set of one or
more fields of the records different from the first set of one or
more fields, corresponding location information that identi-
fies, for each distinct pair of values, every record in which the
distinct pair of values appears; and generating, for the set of
distinct pairs of values, a corresponding list of entries, with
each entry identifying a distinct pair of values from the set of
distinct pairs of values, and the location information for the
distinct pair of values.

The location information identifies a unique index value
for every record in which the distinct value appears.

The location information identifies a particular unique
index value by storing that particular unique index value.

The location information identifies a unique index value by
encoding the unique index value within the location informa-
tion.

Encoding the unique index value includes storing a bit at a
position within a vector corresponding to the unique index
value.

The collection includes a first subset of records with fields
including the first set of one or more fields, and a second
subset of records with fields including the second set of one or
more fields.

The processing further includes generating information
that provides a mapping between: (1) index values of a field of
the first subset of records that associates a unique index value
with every record in the first subset, and (2) key values of a
field of the second subset of records that associates a key
value with every record in the second subset of values;
wherein the key value links records in the second subset with
records in the first subset.

The location information identifies the unique index values
for every record in which the distinct value appears.
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In another aspect, in general, a computer program is stored
on a computer-readable storage medium, for profiling data
stored in at least one data storage system. The computer
program includes instructions for causing a computing sys-
tem to: access at least one collection of records stored in the
data storage system over an interface coupled to the data
storage system; and process the collection of records to gen-
erate result information characterizing values appearing in
one or more specified fields of the collection of records. The
processing includes: generating, for a first set of distinct
values appearing in a first set of one or more fields of the
records in the collection, corresponding location information
that identifies, for each distinct value in the first set of distinct
values, every record in which the distinct value appears; gen-
erating, for the first set of one or more fields, a corresponding
list of entries, with each entry identifying a distinct value from
the first set of distinct values, and the location information for
the distinct value; generating, for a second set of one or more
fields of the records in the collection different from the first
set of one or more fields, a corresponding list of entries, with
each entry identifying a distinct value from a second set of
distinct values appearing in the second set of one or more
fields; and generating the result information characterizing
values appearing in the one or more specified fields of the
collection of records, based at least in part on: locating at least
one record of the collection of records using the location
information for at least one value appearing in the first set of
one or more fields, and determining at least one value appear-
ing in the second set of one or more fields of the located
record.

In another aspect, in general, a computing system for pro-
filing data stored in at least one data storage system includes:
an interface coupled to the data storage system configured to
access at least one collection of records stored in the data
storage system; and at least one processor configured to pro-
cess the collection of records to generate result information
characterizing values appearing in one or more specified
fields of the collection of records. The processing includes:
generating, for a first set of distinct values appearing in a first
set of one or more fields of the records in the collection,
corresponding location information that identifies, for each
distinct value in the first set of distinct values, every record in
which the distinct value appears; generating, for the first set of
one or more fields, a corresponding list of entries, with each
entry identifying a distinct value from the first set of distinct
values, and the location information for the distinct value;
generating, for a second set of one or more fields of the
records in the collection different from the first set of one or
more fields, a corresponding list of entries, with each entry
identifying a distinct value from a second set of distinct values
appearing in the second set of one or more fields; and gener-
ating the result information characterizing values appearing
in the one or more specified fields of the collection of records,
based at least in part on: locating at least one record of the
collection of records using the location information for at
least one value appearing in the first set of one or more fields,
and determining at least one value appearing in the second set
of one or more fields of the located record.

In another aspect, in general, a computing system for pro-
filing data stored in at least one data storage system includes:
means for accessing at least one collection of records stored in
the data storage system; and means for processing the collec-
tion of records to generate result information characterizing
values appearing in one or more specified fields of the col-
lection of records. The processing includes: generating, for a
first set of distinct values appearing in a first set of one or more
fields of the records in the collection, corresponding location
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information that identifies, for each distinct value in the first
set of distinct values, every record in which the distinct value
appears; generating, for the first set of one or more fields, a
corresponding list of entries, with each entry identifying a
distinct value from the first set of distinct values, and the
location information for the distinct value; generating, for a
second set of one or more fields of the records in the collection
different from the first set of one or more fields, a correspond-
ing list of entries, with each entry identifying a distinct value
from a second set of distinct values appearing in the second
set of one or more fields; and generating the result informa-
tion characterizing values appearing in the one or more speci-
fied fields of the collection of records, based at least in part on:
locating at least one record of the collection of records using
the location information for at least one value appearing in the
first set of one or more fields, and determining at least one
value appearing in the second set of one or more fields of the
located record.

In another aspect, in general, a method, computer-readable
medium, and system for profiling data stored in at least one
data storage system includes: accessing at least one collection
of records stored in the data storage system over an interface
coupled to the data storage system; and processing the col-
lection of records to generate result information characteriz-
ing values appearing in one or more specified fields of the
collection of records. The processing includes: generating,
for a first set of two or more fields, a corresponding list of
entries, with each entry identifying a distinct combination of
values appearing in a first set of two or more fields of the
records in the collection, and profile information for the dis-
tinct combination of values; and generating the result infor-
mation characterizing values appearing in the one or more
specified fields of the collection of records, based at least in
part on: combining the profile information from the list of
entries for at least two distinct combinations of values appear-
ing in the first set of two or more fields, and determining
profile information for at least one value appearing in at least
one of the one or more specified fields based on the combined
profile information.

Aspects can include one or more of the following advan-
tages.

Some data profiling procedures compute measures of the
data quality of a dataset by compiling a census of the distinct
values in a domain of the records of the dataset, where a
“domain” consists of one or more fields, combinations of
fields, or fragments of fields of the records of that dataset.
When a census is compiled for a domain, census data is stored
that enumerates the set of distinct values for that domain and
includes counts of the number of records having each distinct
value. For example, the census data can be arranged as a list
of value count entries for a selected domain, with each value
count entry including a distinct value appearing in the
selected domain and a count of the number of records in
which that distinct value appears in the selected domain. In
some implementations, each field is a separate domain. In
some implementations, the census data is stored in a single
dataset, optionally indexed by field for fast random access,
while in other implementations, the census data may be stored
in multiple datasets, for example, one for each field.

Measures of data quality may include the number and
distribution of distinct values, the number and distribution of
valid or invalid values according to specified validation rules,
the number and distribution of values in one set of one or more
fields when the values in another set of one or more fields are
held fixed (also called “segmentation”), and the correlation
(also called “functional dependency”) between values in two
or more fields. Each time a particular measure is to be com-
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puted, a suitable census may be taken by processing the data
in the dataset. However, in some cases such as when comput-
ing a data quality measure for a combination of fields, instead
of requiring the full volume of data be processed again, com-
putations for that combination of fields may be performed
using stored census data already computed for the individual
fields.

In some implementations, the census data for a selected
domain includes location information that identifies, for each
distinct value in the census data, every record in which that
distinct value appears in the selected domain. The location
information need only be computed once over the full volume
of data. Subsequent evaluation of data quality measures
involving combinations of fields, in particular, measures
involving segmentation, correlation, or validation rules incor-
porating multiple fields, may be computed directly from the
existing census data with location information without
returning to the source storing the records of the dataset to
compute new census data. This makes the computation of
additional data quality measures much more efficient. In
addition, the census data with location information can be
used to drill down into data quality results, that is, to return the
underlying data records associated with a data quality result,
for example, invalid records or duplicate records in a primary
key field. If domains of different datasets are being profiled,
an index map can be used to avoid need to perform a join
operation in order to relate records of the different datasets.

Other features and advantages of the invention will become
apparent from the following description, and from the claims.

DESCRIPTION OF DRAWINGS

FIG. 1 is a block diagram of a system for profiling data.

FIG. 2A is a schematic diagram of operations and data for
a data profiling procedure.

FIG. 2B is a flowchart for the data profiling procedure.

FIG. 3 is a schematic diagram of data generated for a
functional dependency result.

FIG. 4 is a flowchart of a procedure for combined census
generation.

FIG. 5 is a schematic diagram of data for combined census
generation.

FIG. 6A is a flowchart for a procedure for determining
functional dependency.

FIG. 6B is an example of a combined census with func-
tional dependency information.

FIG. 7 is a schematic diagram of an edge drill-down pro-
cedure.

FIG. 8A is a schematic diagram of data for an index map.

FIG. 8B is a schematic diagram of data for a functional
dependency result.

FIG. 9 is a schematic diagram of a node drill-down proce-
dure.

FIG.10is a schematic diagram of data for a segment census
and segmented combined census.

FIG. 11 is a schematic diagram of data for a segment cube.

DESCRIPTION

FIG. 1 shows an exemplary data processing system 100 in
which the data profiling techniques can be used. The system
100 includes a data source 102 that may include one or more
sources of data such as storage devices or connections to
online data streams, each of which may store data in any of a
variety of storage formats (e.g., database tables, spreadsheet
files, flat text files, or a native format used by a mainframe).
An execution environment 104 includes a profiling module
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106 and processing module 108. The execution environment
104 may be hosted on one or more general-purpose comput-
ers under the control of a suitable operating system, such as
the UNIX operating system. For example, the execution envi-
ronment 104 can include a multiple-node parallel computing
environment including a configuration of computer systems
using multiple central processing units (CPUs), either local
(e.g., multiprocessor systems such as SMP computers), or
locally distributed (e.g., multiple processors coupled as clus-
ters or MPPs), or remote, or remotely distributed (e.g., mul-
tiple processors coupled via a local area network (LAN)
and/or wide-area network (WAN)), or any combination
thereof.

The profiling module 106 reads data from the data source
102 and stores profiling summary information in a profiling
data store 110 that is accessible to the profiling module 106
and to the processing module 108. For example, the profiling
data store 110 can be maintained within a storage device of
the data source 102, or in a separate data storage system
accessible from within the execution environment 104. Based
onthe profiling summary information, the processing module
108 is able to perform various processing tasks on the data in
the data source 102, including cleansing the data, loading the
data into another system, or managing access to objects stored
in the data source 102. Storage devices providing the data
source 102 may be local to the execution environment 104,
for example, being stored on a storage medium connected to
a computer running the execution environment 104 (e.g., hard
drive 112), or may be remote to the execution environment
104, for example, being hosted on a remote system (e.g.,
mainframe 114) in communication with a computer running
the execution environment 104, over a remote connection or
service (e.g., provided by a cloud computing infrastructure).

The profiling module 106 is able to read data stored in the
data source 102 and perform various kinds of analysis in an
efficient manner, including analysis useful for computing
data quality measures based on functional dependency or
segmentation, for example. In some implementations, the
analysis includes generating census data for each individual
field of the records of a dataset stored in the data source 102,
and storing that census data in the profiling data store 110. As
described above, the census data for a particular domain of the
records in a particular dataset, which includes an entry for
each distinct value appearing in the domain, can also include
location information identifying respective locations (e.g., in
terms of record index values) of records within the particular
dataset in which the distinct values appear. In one implemen-
tation, during generation of the census entry for an associated
value, a vector is populated with unique record identifiers of
every record having the associated value. If the records in the
original data of the dataset do not have unique record identi-
fiers, such record identifiers can be generated and added to the
records as part of the profiling procedures, for example, by
assigning a sequence of consecutive numbers to each record.
This location information can then be included within the
census entries, and can be used in the generation of additional
combined census data for computations for functional depen-
dency or segmentation, as described in more detail below.

Other implementations for storing location information are
possible, some of which may offer advantages in perfor-
mance and/or reduced storage space. For example, a bit vec-
tor may be used instead of a vector of record identifiers. Each
bit of the bit vector corresponds to a particular record identi-
fier, and a bit is set if the associated record having the corre-
sponding record identifier has the associated value. The cor-
respondence between bits of the bit vector and record
identifier may be explicit or implicit. For example, there may
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be an explicit mapping, not necessarily one-to-one, which
associates bits to corresponding record identifiers, or there
may be an implicit mapping where the position of each bit
corresponds to a sequential ordering of record locations. In
some implementations, the resulting bit vector is compressed
for further savings in storage.

The location information may also be stored in a vector of
bit vectors. For example, each bit in a bit vector corresponds
to an associated record identifier, possibly through a mapping
between bit position and record identifier stored in a cross-
referenced file. The vector-index of a bit vector entry in a
vector of bit vectors may be used to implicitly encode supple-
mentary information such as the number of words in a field or
the data partition in which the value occurs (e.g., when pro-
cessing the census data in parallel in multiple data partitions).
Explicit supplementary information may be specified in addi-
tional fields associated with a bit vector, or associated with a
bit vector entry in a vector of bit vectors. This supplementary
information may be used to distinguish sets of records con-
taining the value for later use.

FIG. 2A illustrates an example of the operations performed
during a data profiling procedure, and data received and gen-
erated during the procedure, as performed by the profiling
module 106 on one or more datasets from the data source 102.
FIG. 2B is a flowchart for the procedure. Referring to FIGS.
2A and 2B, the profiling module 106 performs an indexing
operation 200 to ensure that each of the datasets 201 that will
be profiled has an index value for each of the records in each
dataset, which provides a well-defined location for each
record that can be referenced by the location information that
will be generated. For example, the index values for a par-
ticular dataset may be an incrementing integer (e.g., starting
at 1 and incrementing by 1) assigned to each record based on
its table row number, position within a delimited file, storage
address, primary key value, or any other unique attribute of
the record. The assigned index value may be explicitly added
to each record to provide indexed datasets 203, for example,
by adding the value as a field for each record within the
original datasets in the data source 102, or stored as new
datasets in the data source 102 or in the profiling data store
110. For cases in which an original dataset already includes a
field that can be used as an index, the indexing operation 200
may be skipped or performed only to verify the ability to use
that field as an index. The indexing operation 200 may include
generating an index map that provides a correspondence
between indexes for one dataset and indexes of another
dataset, as described in more detail below.

The profiling module 106 performs a census operation 205
that computes census data with location information for each
of a selected set of domains. In this example, each domain is
a single field. So, in this example, the results of the census
operation 205 are multiple sets of census data 207, each for a
particular field of a particular dataset. Each dataset may have
a set of fields that have been designated for profiling, or by
default all fields of each dataset may be profiled. In other
examples, a domain may be a fragment of a field, or a com-
bination of multiple fields or fragments of fields. Each set of
census data for a particular domain (also called a “census”
contains a list of entries that include the distinct values occur-
ring within the domain, a count of the number of records in
which a particular value occurred, and associated location
information identifying in which records a particular value
occurred. In some implementations, the count is not included
in a census explicitly, since it may be derivable when needed
from the location information (e.g., the sum of the bits in a bit
vector locating the records in which the value occurred would
yield the number of records in which the value occurred). In
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some implementations, the profiling module 106 accumu-
lates additional information to augment the location informa-
tion, such as information that qualifies or characterizes the
locations of the values within the domain.

The profiling module 106 receives an input (e.g., a user
input) specifying a multi-domain data profiling result that is
desired, which may be received potentially a long time after
the sets of census data 207 have been generated. The input
also specifies (explicitly or implicitly) multiple domains that
are to be involved in the computation. In order to compute the
multi-domain data profiling result, the profiling module 106
selects a collection 209 of censuses for the respective fields of
the specified domains. One type of multi-domain data profil-
ing result is a “combined census” that specifies the unique
tuples of values that occur in respective fields of the same
record (i.e., at the same index). Other types of multi-domain
data profiling results include a functional dependency result
or a segmentation result, each of which may start with a
computation of a combined census, as described in more
detail below.

Optionally, the profiling module 106 may sort the collec-
tion 209 so that the censuses, and the census entries within
each census, are in an order that makes the computation of the
current multi-domain data profiling result, or future multi-
domain profiling results, more efficient. In this example, each
census is sorted (210) so that entries occur in descending
order by the count of occurrences, so the most common values
appear first. Additionally, in some implementations, the
entries may be sub-sorted by the location information, so that
a value that first appears earlier in the dataset than another
value with the same count of occurrences appears earlier in
the sorted census. This gives a well-defined ordering to the
census values since, for two different values, the first appear-
ance (i.e., smallest record index) of one value must be differ-
ent from the first appearance of the other value. The collection
209 of censuses are also sorted (220) by the number of distinct
values in each census, and sub-sorted in descending order by
the counts of the most common values. This sorting results in
a sorted collection 225 of' sorted censuses in which the shorter
censuses (in number of distinct values) occur earlier, and for
two censuses with the same number of distinct values, the one
whose most common value has a larger count occurs earlier.
For a multi-domain data profiling result that corresponds to
functional dependency, it is more likely that there will be a
functional dependence between fields with relatively low
number of distinct values. As the number of distinct values
increases, the field is more likely to represent a unique
attribute such as a primary key, or an attribute with a low
number of duplicate values, which would tend to be spuri-
ously correlated to other values. By ordering the shorter cen-
suses before longer ones, the fields that are more likely to be
relevant to the functional dependency analysis will be pro-
cessed sooner. In some cases, it may even be possible to
recognize a halting condition where the result can be com-
puted without continuing to process all of the entries of all of
the censuses in the sorted collection 225. For multi-domain
data profiling results other than functional dependency, it may
be necessary to process the entire sorted collection 225 to
compute the result, in which case sorting may not be neces-
sary. Inthis example, the sorting 210 occurs before the sorting
220, but in other examples, the sorting 220 may occur before
the sorting 210.

The profiling module 106 performs a combined-census
generation operation 230 in which the census entries in the
sorted collection 225 are read sequentially and combined
with information from other census entries resulting in a
combined census 240. To efficiently combine information



US 9,323,748 B2

9

from different census entries, the profiling module 106 uses
the location information to locate records from the indexed
datasets 203 that are relevant to the generation of the com-
bined census 240, as described in more detail below. Multiple
passes of the combined-census generation operation 230 may
be performed. For example, if a tuple of the combined census
240 includes values from more than two fields, then when
constructing a census entry in the combined census 240 for
that tuple, the profiling module 106 may perform pairwise
combination for two of the fields in the first pass, and in later
passes census entries may be combined with any entries from
a version of the combined census 240 previously formed.

Referring to FIG. 3, an example of the profiling procedure
is illustrated. An A-original dataset 300 is indexed (in the
indexing operation 200) to provide an A-indexed dataset 310.
The A-original dataset 300 has three fields, which correspond
to the three illustrated columns, and has six records, which
correspond to the six illustrated rows, with the first record in
the dataset having the values “d”, “q”, “d8”, respectively, for
the three fields. A surrogate key field with increasing integer
values (starting from “1”) has been added at the start of the
records as a location index to uniquely identify each record in
the A-indexed dataset 310. In this example, the profiling
module 106 computes a sorted A-census collection 320 of
censuses for the first two fields of the A-original dataset 300.
The first field (i.e., the first column) is named “g”, the second
field (i.e., the second column) is named “f”, and the name of
the third field is not relevant in this example since it is not
being profiled in this example. So, there are two censuses in
the A-census collection, one for the g-field (called the “g-cen-
sus”) and one for the f-field (called the “f-census”). Each
census in the A-census collection 320 includes a sorted list of
entries, with each entry including a value, a count of the
number of occurrences of that value, and a vector of record
indexes representing the location information for that value.
So, the first census entry in this example illustrated by the
space-delimited string “q 3 A[1,4,5]” for the f-census indi-
cates that the value “q” occurs 3 times in the A-original
dataset 300 and appears inrecords 1, 4, and 5 of the A-indexed
dataset 310 as indicated by the vector “A[1,4,5]”. The census
for each field is sorted in descending order by the count of
values and sub-sorted in ascending order by the first index in
the location information vector. The set of censuses in the
A-census collection 320 is also sorted on the number of
distinct values in each census, putting the shortest censuses
first, which in this example places the census for the f-field
before the census for the g-field.

The profiling module 106 performs the combined-census
generation operation 230 to compute the combined census
330. In this example, a tuple in the combined census is a pair
of values. The first entry in the combined census in this
example illustrated by the space-delimited string “g fd q2 3
2 A[1,4]” indicates that the first field of the pair is “g”, the
second field of the pair is “f”, the first field value is “d”, the
value of the first field is “d”, the value of the second field is
“q”, the first value occurs 2 times, the second value occurs
three times, the number of records containing both the first
value in the first field (i.e., a g-value of “d”) and the second
value in the second field (i.e., an f-value of “q™) is 2, and these
records in the A-indexed dataset 310 are 1 and 4 as indicated
by the vector “A[1,4]”. The combined census 330 can then be
used to compute various data profiling analysis results, as
described in more detail below.

In some implementations, a result based on a combined
census may be displayed graphically in a user interface, such
as a functional dependency result 340 for the example
described above. Each circle contains a distinct value under
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the labels for the fields “g” and “f”, and the count of that value
is shown alongside the circle (to the left for the g-field, and to
the right for the f-field). Each directed edge between circles
indicates a pairing of the values at each end and the count
above the edge is the number of records sharing the pair. From
the various counts, an assessment of the correlation of indi-
vidual values and of the pair of fields may be determined and
displayed by the profiling module 106. In this example, the
profiling module 106 displays the assessment that “g deter-
mines £

In some implementations, the combined census generation
operation 230 is able to generate a combined census of dis-
tinct pairs of values appearing in two fields together (i.e., in
the same record) without having to form a Cartesian product
of' the distinct values appearing in the individual censuses for
the fields. Such a Cartesian product could be used to compute
such a combined census, for example, by obtaining location
information for all pairs of values formed from such a Carte-
sian product and computing the intersection of the associated
location information to locate records that share both values.
This process using the full Cartesian product may be ineffi-
cient, however, because many pairs may have no overlap in
their location information. The flowchart of FIG. 4 and the
schematic diagram of FIG. 5 illustrate a procedure that may
be used in the combined census generation operation 230,
which is able to efficiently identify and combine those pairs
that do share an overlap in their location information and
avoid pairs that do not. In this example, the location informa-
tion will be illustrated and described as a vector of record
indexes, but computations on the vectors can be performed
using other representations of the location information. For
example, for f-value location information “f-A[ ]” and
g-value location information “g-A[ ]”, the intersection of
f-A[ ] and g-A[ | can be performed, with both vectors repre-
sented as bit vectors, by performing a logical AND operation
on the respective bit vectors.

The steps in the flowchart of FIG. 4 start after the A-census
collection 320 has been prepared, as outlined above, for fields
fand g with iteration over the sorted entries of the first census
(the f-census in this example). The profiling module 106
reads (400) the next census entry (i.e., the first census entry
for the first iteration) of the f-census. From the associated
location information for the f-value in the current entry, the
first record in which that value appears is looked up (410) in
the A-indexed dataset 310 to find the paired g-value present in
the g-field of that record. The profiling module 106 retrieves
(420) the location information from the g-census associated
with that g-value. The resulting g-value location information
(g-A[ ]) is combined with the f-value location information
(f-A[ 1) to store (430) information identifying all records that
share the pair (f-A[ | AND g-A[ ]) and to store (440) infor-
mation updating the location information for the remaining
set of records (f-A[ |=f-A[ | AND (NOT g-A[ ])) with the
current f-value but a different g-value. The paired values are
written (450) to the combined census 330. The location infor-
mation for the remaining set is checked (460) to determine if
it is empty. If it is not empty, the first record in the remaining
set is looked up (410) to find another g-value paired with the
current f-value from the A-indexed dataset 310. If the location
information for the remaining set is empty, then the next
census entry from the f-census is read (400) for performing
another iteration. After all of the entries in the f-census have
been read and processed in a complete iteration of the proce-
dure, the combined census 330 will be complete.

FIG. 5 illustrates an example of the procedure of FIG. 4
with arrows showing a sequence of operations performed by
the profiling module 106, up to a point at which there is a
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partially completed combined census 330'. The census entries
in the f-census within the A-census collection 320 are con-
sidered in turn, starting with the first entry with the f-value
“q”, which based on the previous sorting is the most common
f-value. The first element “1” in the location information
vector is used to look up (522) the value of the g-field in the
corresponding record in the A-indexed dataset 310. In this
example, in the corresponding record (i.e., the record at index
position 1), the g-field has the value “d”. The g-census entry
for the value “d” is looked up (524) to retrieve the full set of
records sharing the value “d” as indicated by the location
information vector. The location information vector for the
f-value “q” is compared 526 with the location information for
the g-value “d” to form location information for two sets of
records: the set of records 527 having the pair of values “q”
and “d” (g AND f) and the set of records 528 having the value
“q” but not “d” (f AND NOT g). The location information for
the shared values is stored (529) as a vector in the appropriate
entry of the combined census 330'. In this example, an entry
in the combined census consists of the source for each value,
the values and their census counts, the location information
for all records containing both values and the number of such
records. The entry “gfd q 23 2 A[1,4]” indicates the g-value
“d” occurs 2 times, the f-value “q” occurs 3 times, and there
are 2 records sharing both values, which correspond to loca-
tion indexes 1 and 4.

The profiling module 106 processes the remaining set of
records 528 having the value “q”. The first (and only) element
“5” of the location information vector is used to look up (540)
the value of the g-field in the corresponding record in the
A-indexed dataset 310, which yields the value “b” for the
g-field. The g-census entry for the value “b” is looked up
(544) to retrieve the location information A[5], which is com-
pared with the set 528. The intersection of these sets is com-
puted (546) and stored in the appropriate entry of the com-
bined census 330'. The difference between the sets is empty in
this case, but if it were not, the procedure would iterate to find
additional values of the g-field paired with this particular
value “q” of the f-field. When the set of records having the
f-value “q” has been exhausted, the procedure moves to the
next entry in the f-census, and the process iterates.

Referring to FIGS. 6A and 6B, the profiling module 106 is
able to perform a procedure for determining correlation
(“functional dependency”) between values in pairs of fields,
and to augment a combined census to include correlation
fractions that quantify functional dependency result. A com-
bined census for the pair of fields to be analyzed for potential
functional dependency is computed (600) based on the indi-
vidual censuses for the fields, as described above. For each
value in each pair of values included in an entry of the com-
bined census, a “correlation fraction” is computed (610),
which represents the ratio of the number of records having
that pair of values (the “pair count”) to the number of records
having that value (the “value count”). The profiling module
106 stores the correlation fractions (“1” and “Z4” in this
example) in the entries to generate an augmented combined
census 615. For example, the combined census entry “gfd q
23 2 A[1,4]” indicates that there are 2 records with the value
“d” in the field “g”, 3 records with the value “q” in the field
“f”, and 2 records with the pair of values “d q” located in the
A-indexed dataset 310 by their indexes 1 and 4. The correla-
tion fraction for the g-value “d” (paired with “q”) is 2/2=1
while the correlation fraction for the f-value “q” (paired with
“d”) is %A.

The correlation fractions for each value are compared to a
threshold to determine (620) which values are correlated at
that threshold. For example, if the correlation fraction
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exceeds a threshold 0f'0.95, fewer than 5 out of 100 instances
will have a different paired value than the current one. Here
“d” is correlated to “q” at the 0.95 threshold but not the other
way around: if the g-value is “d,” then the corresponding
f-value is sure to be “q,” but if the f-value is “q”, there is only
a % chance the corresponding g-value is “d.”

The total number of records associated with values (in one
of the fields) correlated at a given threshold may be counted
(630) and divided by the total number of records to determine
(640) the fraction of records in the entire dataset that are
correlated at the given threshold. If this fraction exceeds a
second field-correlation threshold, the entire field is said to be
correlated to the other field. In some implementations, the
record counts contributing to the determination of field-cor-
relation may exclude the count of records when the number of
instances of a value is below a threshold or may report cor-
relation based on such values as potentially spurious. This is
because if the number of instances is too small, the correlation
may be accidental or trivial, as for example when there is only
a single instance of a value that is trivially correlated to its
partner value.

The field-correlation calculation is repeated with the other
field to determine the fraction of records correlated in the
other direction. In this example, all of the g-values are indi-
vidually correlated to an f-value, so the total number of cor-
related records is 6, the total number of records is 6, and the
correlated fraction of records is 6/6=1. The conclusion is that
“g” determines “f”: knowledge of the g-value ensures knowl-
edge of the corresponding f-value (at this field-correlation
threshold). In contrast, no f-values exceed the correlation
threshold, so that the f-field is not correlated to the g-field.

Referring to FIG. 7, an edge drill-down (700) from the
functional dependency result 340 to an A-query result 710 is
performed (e.g., in response to a user interaction with the
displayed result 340 in a graphical user interface) to show
more detailed information associated with the records repre-
sented by an edge in the displayed result 340 denoting a pair
of'values appearing in those records. The pair of values “d q”
represented by the edge are looked up (725) in the combined
census 330" (which is the same as the combined census 330
sorted by frequency of occurrence and sub-sorted by the first
index of the location information) to obtain the location infor-
mation for that pair. The location information is then used to
retrieve (735) the associated records from the A-indexed
dataset 310. These records are displayed (745) in the A-query
result 710.

Inthe previous example, the correlation of two fields (g and
f) in the same dataset was computed. The computation of the
correlation of two fields in different datasets linked by a key
field is illustrated in FIGS. 8 A and 8B. An A-original dataset
800 and a B-original dataset 820 each have three fields, and
they each have one field that is a common key field. The key
values of the common key field are not necessarily unique.
But, the key values in the key field serve to relate correspond-
ing records in the two datasets with the same key value in the
respective key field. A unique identifier for each record in the
A-original dataset 800 (called an A-record_id) is added as a
field to each record to generate the A-indexed dataset 810.
Similarly, a unique identifier for each record in the B-original
dataset 820 (called a B-record_id) is added as a field to gen-
erate the B-indexed dataset 830. An index map 840 is used to
associate each A-record_id with a key value in the key field of
the same record. So, the index map 840 is a copy of the first
two columns of the A-indexed dataset 810. The index map
840 may be stored separately from the A-indexed dataset 810,
for example, in a file in the profiling data store 110.
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In this example, the key field is a primary key of the
A-original dataset 800 (shown in the first column of the
A-original dataset 800 in FIG. 8A), and a foreign key of the
B-original dataset 820 (shown in the second column of the
B-original dataset 820 in FIG. 8A). The A-record_id values
may be selected for mapping to its key field (instead of the
B-record_id values to its key field) because that key field is a
primary key. However, the datasets are not necessarily
required to have such a primary-key/foreign-key relationship,
as long as there is some field designated as a key field in each
dataset. The index map 840 is useful because there may be
duplicate primary key values in the A-dataset, as in this
example, in which both datasets have a key field value
repeated in two different records. Using the index map 840,
the profiling module 106 generates a new version of the
B-indexed dataset 830 with a new field containing values of
the A-record_id so that both datasets have a common frame of
reference for specifying location information. To do so, the
profiling module 106 compares the key field values in the
B-indexed dataset 830 to the key values in the index map 840
to find any number of matches to corresponding A-record_id
values. In this example, one record from the B-indexed
dataset 830 (having a foreign key value of “k4”) is matched
(845) to two different A-record_id values, and the profiling
module 106 adds (847) two corresponding records when
attaching the A-record_id to the records of the B-indexed
dataset 830 to generate a B/A-indexed dataset 850 (one with
“A4” added as an index, and the other with “A6 added as an
index). The other records of the B-indexed dataset 830 are
matched to a single A-record_id value in the index map 840,
so they each correspond to a single respective record added to
the B/A-indexed dataset 850, with the corresponding A-re-
cord_id value added as an index.

Referring now to FIG. 8B, an A-census 860 is computed for
the third field of the A-indexed dataset 810, with location
information referenced with respect to the A-record_id values
(in the first field), and a B-census 870 is computed for the fifth
field of the B/A-indexed dataset 850, also with location infor-
mation referenced with respect to the A-record_id values (in
the first field) that were added using the index map 840. The
location information of the two censuses is combined (875) as
described above to compute the combined census 880 for the
pair of fields represented by the censuses (with the field from
the A-census labeled “A” and the field from the B-census
labeled “B”), which is subsequently used to display a func-
tional dependency result 890 concluding that the A and B
fields are uncorrelated.

Referring to FIG. 9, a node drill-down (900) from the
functional dependency result 890 is performed (e.g., in
response to a user interaction with the displayed result 890 in
a graphical user interface) to show more detailed information
associated with the records represented by the value dis-
played in the node. In response to selection of the node
displaying the “p” value from the B field, the records corre-
sponding to it from both the A-original dataset 800 and the
B-original dataset 820 are retrieved and shown in a node
query result 910. The drill-down is accomplished by first
looking up (915) the “p” value in the combined census 880 to
find each matching entry (containing a “p” for the B field).
The location information for these entries is combined using
a union to produce the location information (with respect to
the A-record_id values) of A[1,3,4,6]. Each of these locations
is then looked up (925) in both the A-indexed dataset 810 and
the B/A-indexed dataset 850 to retrieve any records at those
locations. The retrieved records in the A-indexed dataset 810
are displayed (935) in the node query result 910, labeled with
“A”. The retrieved records in the B-original dataset 820 are
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compared to find any that share the same B-record_id value,
and any that do are de-duplicated (945) so that only one of
them is displayed in the node query result 910. In this
example, the records with A-record_id values of A4 and A6
have the same B-record_id value of B2. The duplicate key
field value in the records from the A-original dataset 800 is
shown in the node query result 910 by having multiple
A-original dataset 800 records corresponding to a single
B-original dataset 820 record.

InFIG. 10, an example of the computation of a census with
segmentation is illustrated. An A-original dataset 1000 has
three fields f, g, and h. A unique identifier for each record in
the A-original dataset 1000 (called record_id) is added as a
field to each record to generate an A-indexed dataset 1010. A
collection 1020 of sorted censuses with location information
for each of the three fields is computed. In some implemen-
tations, the system 100 may enable a user to form queries to
answer business questions, such as what is the data profile
(i.e., distribution of values) of the h-field in segments (i.e.,
subsets of fewer than all records in a dataset) given by restrict-
ing the combination of the f-field and g-field to contain speci-
fied values? For example, the f-field may represent gender
with records having possible values “f” or “m” for the f-field,
respectively; while the g-field may represent “foreign™ or
“domestic” with records having possible values “p” or “q” for
the g-field, respectively. A data profile (e.g., as represented by
a census) segmented on the f- and g-fields can facilitate
answers to questions like, what is the most common value of
the h-field for a “foreign male” or for a “domestic female™?

The collection 1020 can be used to compute the segmented
profiles without requiring processing of all of the records in
the A-original dataset 1000. A segment census 1030 can be
constructed as a combined census using the f-field and g-field
censuses and the procedure described above for computing a
combined census. In some implementations, each entry in the
segment census 1030 is given a unique value (called segmen-
t_id) for convenient identification of the segment associated
with that entry. The procedure for computing a combined
census is applied again to form a segmented combined census
1040, which is a combination of the h-field census from the
A-census collection 1020 and the segment census 1030. For
example, the h-s1 entry of the segmented combined census
1040 may be computed by first taking the s1 entry of the
segment census 1030 and reading the associated location
information A[1,4]. The first element “1” of the location
vector is looked up in the census for the h-field in the A-census
collection 1020 to find the h-field value “d” and the corre-
sponding location information A[1,4]. The location informa-
tion A[1,4] of'the s1-labeled entry of the segment census 1030
is compared to the location information A[1,4] of the “d”
entry of the h-census. Since all of the elements of the location
information between these two entries match, the resulting
combined census entry vector for the s1-segment is found to
be “d2 A[1,4],” and there are no remaining location entries in
the s1-segment. This indicates that the s1-segment consists of
only a single h-field value “d.” Continuing to construct the
combined census using the other segment values in combina-
tion with the h-census records fills out the segmented com-
bined census 1040.

In FIG. 11, an example of the computation of a segment
cube is illustrated. When segmentation is based on a combi-
nation of the values of multiple fields as in the example of
FIG. 10, a segment cube can be constructed in which the
segmented census results are re-aggregated into census
results for segments involving each combination of fewer
fields. For the example of FIG. 10, the computed segmented
combined census 1040 represents segments like “foreign
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male” (i.e., segment s4) and “domestic female” (i.e., segment
s1). A user may ask for the profiles for the segments “foreign”
or “male.” Instead of returning to repeat the computation of
FIG. 10 directly for the new segments, the previous segmen-
tation results may be combined with the h-census to compute
these other entries in a “segment cube” as follows.

To form a segment cube 1020, first every subset of the
original segment fields are formed. In the current example,
the full segmentation is based on the two segmentation fields
fand g. There are two subsets of this set of two fields: the set
consisting only of f and the set consisting only of g. Call each
of these a segment-cube field. If the original segmentation
fields consisted of three fields f, g and h, the segment-cube
fields would be the sets {f,g}, {f;h}, {g,h}, {f}, {g}, and {h},
that is, the segment-cube fields are the members of the set of
all (non-empty) subsets of the segmentation fields.

An entry in the segment cube 1120 consists of each distinct
value (or combination of values) associated with each of the
segment-cube fields. In some implementations, for each value
of the segment-cube fields, the collection of segments con-
taining that value is identified and held as segment location
information in a data structure storing the segment cube 1120
along with the count of such segments. An alternative is to
combine the location information with respect to the recor-
d_id added to the A-indexed dataset 1010 by taking the union
for each corresponding entry of the segment census 1030
(called a segment-census entry). Using segment-location
information (i.e., location information with respect to the
segment_id) instead of A-location information (i.e., location
information with respect to the record_id) can be more effi-
cient because there are typically many fewer segments than
records, so the location information will be more compact. In
some implementations, a field is added to each entry of the
segment cube 1120 to label the entry.

In the example, the segment-cube field fhas the value “” in
segments s1 and s2, so the associated segment location infor-
mation is S[s1,s2]. This forms the segment cube entry “cl f{
2 S[s1,s2].” Here, cl is the label of the segment-cube entry,
the first f'is the segment-cube field while “f” is its value. This
value appears in two segments, identified by the location
information S[s1,2]. Alternatively, the segment-cube field g
has the value “q” in segments s1 and s4, so the associated
segment location information is S[s1,s4]. The segment-cube
entry is “c4 g q 2 S[s1,s4]”

The segmented combined census 1040 is combined (1140)
with the segment cube 1120 to form a segment-cube A-census
collection 1150 by the following procedure. Each entry in the
segment cube 1120 contains the segment-location informa-
tion identifying which segments contain the associated seg-
ment-cube field value(s). The union of the set of segment-
census entries in each of the referenced segments gives the
collection of census entries having the segment-cube field
value. For example, the c1 segment cube entry has segment
location information S[sl,s2]. The cl segment result is
formed by performing a union of the sets of census entries in
the s1 and s2 results in the segmented combined census 1040.
The s1 segment consists of a single entry “d 2 A[1,4]” while
the s2 segment consists of two entries “a 1 A[2]” and “e 1
A[6]”. The union of these entries is the set of all three entries
and form the cl-segment of h-census of the segment-cube
A-census collection 1150. From the segment cube, the
cl-segment is seen to consist of those records for which the f
field has the value “f”. Therefore, the cl-segment of the
h-census is that h-census segment in which the field f has the
value “f”. This can be confirmed by inspecting the A-census
collection 1020 in FIG. 10. The f-field has the value “f” in
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records A[1,2,4,6] while the h-field has the value “d” on
records A[1,4], “a” on record A[2] and “€” on record A[6].

If a value appears in more than one segment, then the
A-location information for the result is formed from the union
of'the A-location information in each segment. This does not
occur in the illustrated segment cube 1120, but if there were a
segment-cube entry with segment-location information S[s2,
s4], then because the “e” h-value occurs in both segments s2
and s4, the A-location information for the “e” h-value in that
segment-cube census result would be A[3,6], that is, the union
of the A[6] from the s2-segment and A[3] from the s4-seg-
ment.

A segment-cube entry like S[s2,s4] is an instance of a
segment-cube entry in a more general segment cube formed
by taking combinations of segments rather than simply com-
binations of fields. In some implementations, such segment
combinations are allowed. In such an entry, the allowed seg-
ment-field values correspond to those values associated with
each segment of the chosen combination of segments. In this
example, a segment-cube entry of S[s2,s4] corresponds to a
segment in which f-g fields either have the value “f p” or “m
q.” This enables complex segmentations to be formed in
which conditional combinations of fields and field-values are
allowed.

Multi-field validation rules may be computed from a cen-
sus with location information without requiring processing of
all of the records in the original datasets. A multi-field vali-
dation rule applies conditions to the values of two or more
fields that must be satisfied simultaneously for a record to be
deemed valid. Records that do not satisty the condition are
deemed invalid. An example of a multi-field validation rule is:
if the f-value (gender) is “f,” then the g-value (foreign/domes-
tic) must be “p”. In some implementations, validation rules
are expressed in the negative, that is, a rule combining the
values of two or fields is given which if satisfied identifies a
record as invalid. In the present example, a rule identifying
invalid records might be: if the f-value is “f” and the g-value
is not “p”, the record is invalid.

A data quality report may include counts of valid and
invalid records for one or more validation rules. If the valida-
tion rules are specified before the initial census is taken, they
may be verified during collection of the census and associated
counts of valid and invalid records taken. However, often
validation rules are proposed after an initial census in
response to values and value combinations uncovered by the
census. In this case, instead of retaking the census and apply-
ing the new validation rule, a census with location informa-
tion can be used to identify valid and invalid records without
re-computing the census. Because multi-field validation rules
are expressed in terms of conditional combinations of field
values, the census entries corresponding to each value in the
validation rule may be combined, typically using Boolean
operations on the location information, and used to check the
rule. Any value combinations that are deemed invalid may be
marked invalid and counted towards the collection of invalid
records. The location information may also be used to drill
down to identify specific records that are either valid or
invalid under a validation rule.

Consider the validation rule, ‘if the f-value is “f)” the
g-value must be “p”.” The A-census collection 1020 can be
used to compute the Boolean ‘f=“” and g=“p*”’. This location
information for records having =t is A[1,2,4,6] while the
location information for those records having g="p” is A[2,
3,6]. The valid records are formed by the intersection of the
two sets of the location information to give A[2,6]. The
invalid records are those computed by the Boolean ‘=t and

g!="“p”” resulting in invalid records located by the vector
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A[1,4]. The resulting location information can then be used to
retrieve either valid or invalid records. For example, records 2
and 6 can be retrieved from the A-indexed file 1010 to return
the two records which have = and g="p.”

The techniques described above can be implemented using
a computing system executing suitable software. For
example, the software may include procedures in one or more
computer programs that execute on one or more programmed
or programmable computing system (which may be of vari-
ous architectures such as distributed, client/server, or grid)
each including at least one processor, at least one data storage
system (including volatile and/or non-volatile memory and/
or storage elements), at least one user interface (for receiving
input using at least one input device or port, and for providing
output using at least one output device or port). The software
may include one or more modules of a larger program, for
example, that provides services related to the design, configu-
ration, and execution of dataflow graphs. The modules of the
program (e.g., elements of a dataflow graph) can be imple-
mented as data structures or other organized data conforming
to a data model stored in a data repository.

The software may be provided on a tangible, non-transitory
medium, such as a CD-ROM or other computer-readable
medium (e.g., readable by a general or special purpose com-
puting system or device), or delivered (e.g., encoded in a
propagated signal) over a communication medium of a net-
work to a tangible, non-transitory medium of a computing
system where it is executed. Some or all of the processing
may be performed on a special purpose computer, or using
special-purpose hardware, such as coprocessors or field-pro-
grammable gate arrays (FPGAs) or dedicated, application-
specific integrated circuits (ASICs). The processing may be
implemented in a distributed manner in which different parts
of'the computation specified by the software are performed by
different computing elements. Each such computer program
is preferably stored on or downloaded to a computer-readable
storage medium (e.g., solid state memory or media, or mag-
netic or optical media) of a storage device accessible by a
general or special purpose programmable computer, for con-
figuring and operating the computer when the storage device
medium is read by the computer to perform the processing
described herein. The inventive system may also be consid-
ered to be implemented as a tangible, non-transitory medium,
configured with a computer program, where the medium so
configured causes a computer to operate in a specific and
predefined manner to perform one or more of the processing
steps described herein.

A number of embodiments of the invention have been
described. Nevertheless, it is to be understood that the fore-
going description is intended to illustrate and not to limit the
scope of the invention, which is defined by the scope of the
following claims. Accordingly, other embodiments are also
within the scope of the following claims. For example, vari-
ous modifications may be made without departing from the
scope of the invention. Additionally, some of the steps
described above may be order independent, and thus can be
performed in an order different from that described.

What is claimed is:

1. A method for profiling data stored in at least one data
storage system, the method including:

accessing at least one collection of records stored in the

data storage system over an interface coupled to the data
storage system; and

processing the collection of records to generate result

information characterizing values appearing in one or
more specified fields of the collection of records, the
processing including:
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generating, for a first set of distinct values appearing in
a first set of one or more fields of the records in the
collection, corresponding location information that
identifies, for each distinct value in the first set of
distinct values, every record in which the distinct
value appears,

generating, for the first set of one or more fields, a
corresponding list of entries, with each entry identi-
fying a distinct value from the first set of distinct
values, and the location information for the distinct
value,

generating, for a second set of one or more fields of the
records in the collection different from the first set of
one or more fields, a corresponding list of entries,
with each entry identifying a distinct value from a
second set of distinct values appearing in the second
set of one or more fields, and

generating the result information characterizing values
appearing in the one or more specified fields of the
collection ofrecords, based at least in part on: locating
at least one record of the collection of records using
the location information for at least one value appear-
ing in the first set of one or more fields, and determin-
ing at least one value appearing in the second set of
one or more fields of the located record.

2. The method of claim 1, wherein each entry further iden-
tifies a count of the number of records in which a distinct
value appears in a set of one or more fields.

3. The method of claim 2, wherein the processing further
includes sorting the entries in each list by the identified count.

4. The method of claim 1, wherein the processing further
includes:

generating, for the second set of distinct values, corre-

sponding location information that identifies, for each
distinct value in the second set of distinct values, every
record in which the distinct value appears,

wherein, for the list corresponding to the second set of one

or more fields, each entry identifying a distinct value
from the second set of distinct values includes the loca-
tion information for the distinct value.

5. The method of claim 4, wherein the processing further
includes generating, for a set of distinct pairs of values, with
a first value in each pair appearing in the first set of one or
more fields of the records and a second value in each pair
appearing in the second set of one or more fields of the
records, corresponding location information that identifies,
for each distinct pair of values, every record in which the
distinct pair of values appears.

6. The method of claim 5, wherein generating location
information for a distinct pair of values from the set of distinct
pairs of values includes determining an intersection between
location information for a first distinct value from the first set
of distinct values and location information for a second dis-
tinct value from the second set of distinct values.

7. The method of claim 6, wherein determining the inter-
section includes using the location information for the first
distinct value to locate a record in the collection, and using the
located record to determine the second distinct value.

8. The method of claim 1, wherein the processing further
includes sorting a group of multiple lists, including the list
corresponding to the first set of one or more fields and the list
corresponding to the second set of one or more fields, by the
number of distinct values identified in the entries in each list.

9. The method of claim 1, wherein the processing further
includes:

generating, for a set of distinct pairs of values, with a first

value in each pair appearing in the first set of one or more
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fields of the records and a second value in each pair
appearing in a second set of one or more fields of the
records different from the first set of one or more fields,
corresponding location information that identifies, for
each distinct pair of values, every record in which the
distinct pair of values appears, and

generating, for the set of distinct pairs of values, a corre-

sponding list of entries, with each entry identifying a
distinct pair of values from the set of distinct pairs of
values, and the location information for the distinct pair
of values.

10. The method of claim 1, wherein the location informa-
tion identifies a unique index value for every record in which
the distinct value appears.

11. The method of claim 10, wherein the location informa-
tion identifies a particular unique index value by storing that
particular unique index value.

12. The method of claim 10, wherein the location informa-
tion identifies a unique index value by encoding the unique
index value within the location information.

13. The method of claim 12, wherein encoding the unique
index value includes storing a bit at a position within a vector
corresponding to the unique index value.

14. The method of claim 1, wherein the collection includes
afirst subset of records with fields including the first set of one
or more fields, and a second subset of records with fields
including the second set of one or more fields.

15. The method of claim 14, wherein the processing further
includes generating information that provides a mapping
between: (1) index values of a field of the first subset of
records that associates a unique index value with every record
in the first subset, and (2) key values of a field of the second
subset of records that associates a key value with every record
in the second subset of values; wherein the key value links
records in the second subset with records in the first subset.

16. The method of claim 15, wherein the location informa-
tion identifies the unique index values for every record in
which the distinct value appears.

17. A computer program, stored on a computer-readable
storage medium, for profiling data stored in at least one data
storage system, the computer program including instructions
for causing a computing system to:

access at least one collection of records stored in the data

storage system over an interface coupled to the data
storage system; and

process the collection of records to generate result infor-

mation characterizing values appearing in one or more

specified fields of the collection of records, the process-

ing including:

generating, for a first set of distinct values appearing in
a first set of one or more fields of the records in the
collection, corresponding location information that
identifies, for each distinct value in the first set of
distinct values, every record in which the distinct
value appears,

generating, for the first set of one or more fields, a
corresponding list of entries, with each entry identi-
fying a distinct value from the first set of distinct
values, and the location information for the distinct
value,

generating, for a second set of one or more fields of the
records in the collection different from the first set of
one or more fields, a corresponding list of entries,
with each entry identifying a distinct value from a
second set of distinct values appearing in the second
set of one or more fields, and
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generating the result information characterizing values
appearing in the one or more specified fields of the
collection ofrecords, based at least in part on: locating
at least one record of the collection of records using
the location information for at least one value appear-
ing in the first set of one or more fields, and determin-
ing at least one value appearing in the second set of
one or more fields of the located record.
18. A computing system for profiling data stored in at least
one data storage system, the computing system including:
an interface coupled to the data storage system configured
to access at least one collection of records stored in the
data storage system; and
at least one processor configured to process the collection
of records to generate result information characterizing
values appearing in one or more specified fields of the
collection of records, the processing including:
generating, for a first set of distinct values appearing in
a first set of one or more fields of the records in the
collection, corresponding location information that
identifies, for each distinct value in the first set of
distinct values, every record in which the distinct
value appears,
generating, for the first set of one or more fields, a
corresponding list of entries, with each entry identi-
fying a distinct value from the first set of distinct
values, and the location information for the distinct
value,
generating, for a second set of one or more fields of the
records in the collection different from the first set of
one or more fields, a corresponding list of entries,
with each entry identifying a distinct value from a
second set of distinct values appearing in the second
set of one or more fields, and
generating the result information characterizing values
appearing in the one or more specified fields of the
collection ofrecords, based at least in part on: locating
at least one record of the collection of records using
the location information for at least one value appear-
ing in the first set of one or more fields, and determin-
ing at least one value appearing in the second set of
one or more fields of the located record.
19. A computing system for profiling data stored in at least
one data storage system, the computing system including:
means for accessing at least one collection of records
stored in the data storage system; and
means for processing the collection of records to generate
result information characterizing values appearing in
one or more specified fields of the collection of records,
the processing including:
generating, for a first set of distinct values appearing in
a first set of one or more fields of the records in the
collection, corresponding location information that
identifies, for each distinct value in the first set of
distinct values, every record in which the distinct
value appears,
generating, for the first set of one or more fields, a
corresponding list of entries, with each entry identi-
fying a distinct value from the first set of distinct
values, and the location information for the distinct
value,
generating, for a second set of one or more fields of the
records in the collection different from the first set of
one or more fields, a corresponding list of entries,
with each entry identifying a distinct value from a
second set of distinct values appearing in the second
set of one or more fields, and
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generating the result information characterizing values
appearing in the one or more specified fields of the
collection of records, based at least in part on: locating
at least one record of the collection of records using
the location information for at least one value appear-
ing in the first set of one or more fields, and determin-
ing at least one value appearing in the second set of
one or more fields of the located record.

20. The computer program of claim 17, wherein each entry
further identifies a count of the number of records in which a
distinct value appears in a set of one or more fields.

21. The computer program of claim 20, wherein the pro-
cessing further includes sorting the entries in each list by the
identified count.

22. The computer program of claim 17, wherein the pro-
cessing further includes:

generating, for the second set of distinct values, corre-

sponding location information that identifies, for each
distinct value in the second set of distinct values, every
record in which the distinct value appears,

wherein, for the list corresponding to the second set of one

or more fields, each entry identifying a distinct value
from the second set of distinct values includes the loca-
tion information for the distinct value.

23. The computer program of claim 22, wherein the pro-
cessing further includes generating, for a set of distinct pairs
of values, with a first value in each pair appearing in the first
set of one or more fields of the records and a second value in
each pair appearing in the second set of one or more fields of
the records, corresponding location information that identi-
fies, for each distinct pair of values, every record in which the
distinct pair of values appears.

24. The computer program of claim 23, wherein generating
location information for a distinct pair of values from the set
of distinct pairs of values includes determining an intersec-
tion between location information for a first distinct value
from the first set of distinct values and location information
for a second distinct value from the second set of distinct
values.

25. The computer program of claim 24, wherein determin-
ing the intersection includes using the location information
for the first distinct value to locate a record in the collection,
and using the located record to determine the second distinct
value.

26. The computer program of claim 17, wherein the pro-
cessing further includes sorting a group of multiple lists,
including the list corresponding to the first set of one or more
fields and the list corresponding to the second set of one or
more fields, by the number of distinct values identified in the
entries in each list.

27. The computer program of claim 17, wherein the pro-
cessing further includes:

generating, for a set of distinct pairs of values, with a first

value in each pair appearing in the first set of one or more
fields of the records and a second value in each pair
appearing in a second set of one or more fields of the
records different from the first set of one or more fields,
corresponding location information that identifies, for
each distinct pair of values, every record in which the
distinct pair of values appears, and

generating, for the set of distinct pairs of values, a corre-

sponding list of entries, with each entry identifying a
distinct pair of values from the set of distinct pairs of
values, and the location information for the distinct pair
of values.
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28. The computer program of claim 17, wherein the loca-
tion information identifies a unique index value for every
record in which the distinct value appears.

29. The computer program of claim 28, wherein the loca-
tion information identifies a particular unique index value by
storing that particular unique index value.

30. The computer program of claim 28, wherein the loca-
tion information identifies a unique index value by encoding
the unique index value within the location information.

31. The computer program of claim 30, wherein encoding
the unique index value includes storing a bit at a position
within a vector corresponding to the unique index value.

32. The computer program of claim 17, wherein the col-
lection includes a first subset of records with fields including
the first set of one or more fields, and a second subset of
records with fields including the second set of one or more
fields.

33. The computer program of claim 32, wherein the pro-
cessing further includes generating information that provides
a mapping between: (1) index values of a field of the first
subset of records that associates a unique index value with
every record in the first subset, and (2) key values of a field of
the second subset of records that associates a key value with
every record in the second subset of values; wherein the key
value links records in the second subset with records in the
first subset.

34. The computer program of claim 33, wherein the loca-
tion information identifies the unique index values for every
record in which the distinct value appears.

35. The computing system of claim 18, wherein each entry
further identifies a count of the number of records in which a
distinct value appears in a set of one or more fields.

36. The computing system of claim 35, wherein the pro-
cessing further includes sorting the entries in each list by the
identified count.

37. The computing system of claim 18, wherein the pro-
cessing further includes:

generating, for the second set of distinct values, corre-

sponding location information that identifies, for each
distinct value in the second set of distinct values, every
record in which the distinct value appears,

wherein, for the list corresponding to the second set of one

or more fields, each entry identifying a distinct value
from the second set of distinct values includes the loca-
tion information for the distinct value.

38. The computing system of claim 37, wherein the pro-
cessing further includes generating, for a set of distinct pairs
of values, with a first value in each pair appearing in the first
set of one or more fields of the records and a second value in
each pair appearing in the second set of one or more fields of
the records, corresponding location information that identi-
fies, for each distinct pair of values, every record in which the
distinct pair of values appears.

39. The computing system of claim 38, wherein generating
location information for a distinct pair of values from the set
of distinct pairs of values includes determining an intersec-
tion between location information for a first distinct value
from the first set of distinct values and location information
for a second distinct value from the second set of distinct
values.

40. The computing system of claim 39, wherein determin-
ing the intersection includes using the location information
for the first distinct value to locate a record in the collection,
and using the located record to determine the second distinct
value.

41. The computing system of claim 18, wherein the pro-
cessing further includes sorting a group of multiple lists,
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including the list corresponding to the first set of one or more
fields and the list corresponding to the second set of one or
more fields, by the number of distinct values identified in the
entries in each list.

42. The computing system of claim 18, wherein the pro-
cessing further includes:

generating, for a set of distinct pairs of values, with a first

value in each pair appearing in the first set of one or more
fields of the records and a second value in each pair
appearing in a second set of one or more fields of the
records different from the first set of one or more fields,
corresponding location information that identifies, for
each distinct pair of values, every record in which the
distinct pair of values appears, and

generating, for the set of distinct pairs of values, a corre-

sponding list of entries, with each entry identifying a
distinct pair of values from the set of distinct pairs of
values, and the location information for the distinct pair
of values.

43. The computing system of claim 18, wherein the loca-
tion information identifies a unique index value for every
record in which the distinct value appears.

44. The computing system of claim 43, wherein the loca-
tion information identifies a particular unique index value by
storing that particular unique index value.

45. The computing system of claim 43, wherein the loca-
tion information identifies a unique index value by encoding
the unique index value within the location information.

46. The computing system of claim 45, wherein encoding
the unique index value includes storing a bit at a position
within a vector corresponding to the unique index value.

47. The computing system of claim 18, wherein the collec-
tion includes a first subset of records with fields including the
first set of one or more fields, and a second subset of records
with fields including the second set of one or more fields.

48. The computing system of claim 47, wherein the pro-
cessing further includes generating information that provides
a mapping between: (1) index values of a field of the first
subset of records that associates a unique index value with
every record in the first subset, and (2) key values of a field of
the second subset of records that associates a key value with
every record in the second subset of values; wherein the key
value links records in the second subset with records in the
first subset.

49. The computing system of claim 48, wherein the loca-
tion information identifies the unique index values for every
record in which the distinct value appears.

50. The computing system of claim 19, wherein each entry
further identifies a count of the number of records in which a
distinct value appears in a set of one or more fields.

51. The computing system of claim 50, wherein the pro-
cessing further includes sorting the entries in each list by the
identified count.

52. The computing system of claim 19, wherein the pro-
cessing further includes:

generating, for the second set of distinct values, corre-

sponding location information that identifies, for each
distinct value in the second set of distinct values, every
record in which the distinct value appears,

wherein, for the list corresponding to the second set of one

or more fields, each entry identifying a distinct value
from the second set of distinct values includes the loca-
tion information for the distinct value.

53. The computing system of claim 52, wherein the pro-
cessing further includes generating, for a set of distinct pairs
of values, with a first value in each pair appearing in the first
set of one or more fields of the records and a second value in
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each pair appearing in the second set of one or more fields of
the records, corresponding location information that identi-
fies, for each distinct pair of values, every record in which the
distinct pair of values appears.

54. The computing system of claim 53, wherein generating
location information for a distinct pair of values from the set
of distinct pairs of values includes determining an intersec-
tion between location information for a first distinct value
from the first set of distinct values and location information
for a second distinct value from the second set of distinct
values.

55. The computing system of claim 54, wherein determin-
ing the intersection includes using the location information
for the first distinct value to locate a record in the collection,
and using the located record to determine the second distinct
value.

56. The computing system of claim 19, wherein the pro-
cessing further includes sorting a group of multiple lists,
including the list corresponding to the first set of one or more
fields and the list corresponding to the second set of one or
more fields, by the number of distinct values identified in the
entries in each list.

57. The computing system of claim 19, wherein the pro-
cessing further includes:

generating, for a set of distinct pairs of values, with a first

value in each pair appearing in the first set of one or more
fields of the records and a second value in each pair
appearing in a second set of one or more fields of the
records different from the first set of one or more fields,
corresponding location information that identifies, for
each distinct pair of values, every record in which the
distinct pair of values appears, and

generating, for the set of distinct pairs of values, a corre-

sponding list of entries, with each entry identifying a
distinct pair of values from the set of distinct pairs of
values, and the location information for the distinct pair
of values.

58. The computing system of claim 19, wherein the loca-
tion information identifies a unique index value for every
record in which the distinct value appears.

59. The computing system of claim 58, wherein the loca-
tion information identifies a particular unique index value by
storing that particular unique index value.

60. The computing system of claim 58, wherein the loca-
tion information identifies a unique index value by encoding
the unique index value within the location information.

61. The computing system of claim 60, wherein encoding
the unique index value includes storing a bit at a position
within a vector corresponding to the unique index value.

62. The computing system of claim 19, wherein the collec-
tion includes a first subset of records with fields including the
first set of one or more fields, and a second subset of records
with fields including the second set of one or more fields.

63. The computing system of claim 62, wherein the pro-
cessing further includes generating information that provides
a mapping between: (1) index values of a field of the first
subset of records that associates a unique index value with
every record in the first subset, and (2) key values of a field of
the second subset of records that associates a key value with
every record in the second subset of values; wherein the key
value links records in the second subset with records in the
first subset.

64. The computing system of claim 63, wherein the loca-
tion information identifies the unique index values for every
record in which the distinct value appears.
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